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Abstract This paper considers the ethical implications of

applying three major ethical theories to the memory

structure of an artificial companion that might have dif-

ferent embodiments such as a physical robot or a graphical

character on a hand-held device. We start by proposing an

ethical memory model and then make use of an action-

centric framework to evaluate its ethical implications. The

case that we discuss is that of digital artefacts that auton-

omously record and store user data, where this data are

used as a resource for future interaction with users.

Keywords Ethics � Privacy � Artificial companions �
Robots � Memory modelling

1 Introduction

This paper reports on work conducted within the EU FP7

project LIREC—LIving with Robots and intEractive

Companions (LIREC 2008). Unlike other related projects

(Companions 2007; CHRIS 2008), LIREC sets out to

advance the field of artificial companions by taking a

longer term stance.

The objective of this paper is to review the ethics

involved in a computational memory model in long-term

artificial companions, including remembering and forget-

ting mechanisms (Halpern 2008). In this work, we will

make use of the action-centric model of interaction

(Fernaeus et al. 2008), designed specifically to put user

action and experiences to the fore. Here, we use it as a

lens to review the ethics involved in designing autono-

mous memory controls for computer systems, focusing on

the ethical implications of different physical embodiments

in relation to which user data are collected, stored and

presented. More specifically, we will discuss ethical

implications of the implementation of a digital memory in

a social context, e.g. ‘‘forgetting’’ and ‘‘accessing’’ user

data.

The idea of an ‘‘artificial companion’’ goes back to

ancient society with its stories of sculptors falling in love

with their creations and of statues coming to life. In more

recent time, well-known film characters have dramatized

the idea of companionship between humans and interactive

artefacts. However, the idea of an artificial companion has

not been widely accepted and sometimes not even con-

sidered or imagined. Certain scientists and philosophers

clearly stand against the whole concept in all circum-

stances. Sparrow (2002, 2006) for instance argues that

given that we cannot currently create robots with real

personality, we are liable to create illusions about robot
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capabilities that could involve a number of potential ethical

dangers (Ambo 2007).

In an earlier paper (Fernaeus et al. 2009), we have

argued that it is our responsibility as researchers to actively

work towards the creation of systems that can meet existing

or realistically feasible needs, within human–robot inter-

action, avoiding what we label as ‘‘a robot cargo cult’’. We

see this as a matter of research ethics, and with this cargo-

cult concept, we hope to initiate a discussion on how to

develop methods that explicitly address such issues in

future research in our field.

Kaplan’s (Kaplan 2004) study on an ‘‘experienced

value’’ variable in a long-term use of robotic products

revealed that in order to increase this value, a robot should

be endowed with an historical capacity and act as a

repository for memories. It is here that this paper takes its

starting point, addressing the specific ethical issues

involved in such an endeavour.

Roboethics (Veruggio 2005; Veruggio and Operto 2006)

is a field of robotics theory whose main objective is to

provide scientific, cultural and technical tools that can be

shared by different social groups and beliefs. Thus, it is

believed that it should not only comply with the ‘‘Charts

of Human Rights’’ but also take into account a variety of

ethical theories by analysing possible negative effects

of robotics such as abrogation of responsibilities, lack of

access, deliberate abuse, terrorism and privacy amongst

others, in a wide range of application fields, including the

economy, society, law, interaction with the elderly, health

and childcare. In this work, we concentrate on ethical

issues related to recordings and access of digital material

on different hardware platforms.

Here, we take the perspective of human experience. This

requires a balanced discussion that does not focus on life

and death (Asimov 1950; Clarke 1993; Anderson 2007;

Arkin 2009). Relevant questions then concern how the

technology that we build affects existing social practices,

how this image in popular media affects us and our designs

and the values that people in general associate with the

kinds of technology that we build. Several of the systems

we are considering will be endowed with an artificial

memory and hence, the associated ethical issues should be

investigated (Allen et al. 2006; Wallach and Allen 2009;

Denning et al. 2009; Murphy and Woods 2009).

In the following sections, we will introduce three clas-

sical stances within ethics. We will then describe our eth-

ical memory model and available methods for ‘‘forgetting’’

and carrying out an action-centric analysis. Finally, we will

discuss requirements and guidelines for an ethically ‘‘cer-

tified’’ memory model by focusing on what the system

should and should not forget and its consequences when we

also incorporate ethical theories into the companion’s

memory model.

2 Background and related work

Standard computationally focused analysis of human–robot

interaction seems to miss important aspects of interaction

in the physical rather than digital space. For instance, how

a robot responds to touch in terms of direct and continuous

movement is difficult to capture only through a straight-

forward diagram of explicit ‘input’, ‘output’ and ‘data

manipulations’ as it would be the case in a computer-

focused analysis. Defining the ‘data’ in physical interfaces

is generally difficult as it is not always clear (to people)

what a device is actually recording. An interesting question

with regard to this is how the system treats these record-

ings, in other words, how they are interpreted, remembered

and forgotten.

A well-known dilemma is that public discourse on eth-

ical renegotiation focuses primarily on vague visions of the

future or even robots from fiction, rather than on realisti-

cally implementable or commercially available systems

and artefacts. More advanced robotic systems remain as

research prototypes and seldom leave the laboratories so

that any proper ethical discourse ‘in the wild’ can take

place. Commercially available artificial companions come

primarily in the form of children’s toys. These have limited

sensing and often a fixed repertoire of behaviour and lan-

guage, driven by an inflexible and functionally limited

finite state machine approach as with computer game

characters. Thus, the level of autonomy these devices can

display and the user data that they store are very limited.

Nevertheless, such toys have been widely sold and thus

provide some data aspects relevant to consider (Jacobsson

2009).

A related area of research can be found in the graphical

domain where digital pets starting with the Tamagotchi1

gathered a general acceptance from users. These may be

digital versions of real animals such as dogs or cats, or

animals that could never be real pets, like a dinosaur. The

user can adopt a puppy and take care of it while it grows

and make it learn new tricks. Yet these ‘‘digital pets’’ are

little more than scripted characters that respond to certain

actions by the user and lack the long-term memory of user

interaction that we consider here.

2.1 Theories of ethics

Classical ethical theories may be classified into three types:

deontological, consequentialist and virtue based. In deon-

tological theory, an action is evaluated a priori as being

moral or immoral irrespective of its consequences. Usually,

a set of moral rules are defined describing a deontological

moral system. A number of systems based on deontological

1 ?? http://www.tamagotchieurope.com/.
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ethics have been created (Gert 1988), an approach some-

times referred to as value-sensitive design (Friedman

1997). A focus is such systems may be e.g. the develop-

ment of and adjustment to policies and societal laws

regarding privacy and data security as well as sensitivity to

the values expressed by a specific user group.

Consequentialist ethics states that the consequences

should rule one’s actions, i.e. that a ‘‘good’’ or ‘‘appro-

priate’’ action is one that results in ‘‘good’’ or ‘‘appropri-

ate’’ consequences. In this sense, an ethical behaviour of a

computer system should involve the ability to estimate or

predict the result of an action and being able to evaluate the

results of an action according to its intentions.

Virtue-based theory, on the other hand, considers being

as opposed to only doing as the basis for estimating what is

appropriate in terms of behaviour. Ethical behaviour is then

considered a question of who is conducting an action, e.g.

different sets of social rules may apply to different people,

and different rules may apply to different technologies, and

between different people around different technologies

(e.g. different actions may be considered appropriate for a

certain robot than for a virtual agent in a computer game).

Gips (1995) poses the question ‘‘What types of ethical

theories can be used as the basis for programs for ethical

robots?’’. The consequentialist theory could be imple-

mented in a robot but prediction would be an issue.

Deontological theory might also seem straightforward to

implement but conflicting obligations would have to be

dealt with. Virtue-based theory seems to resonate partially

with the evolutionary robotics approach (Nolfi and Flor-

eano 2000), but the unpredictability of evolved behaviours

is an issue. We believe that in order to design an ethical

memory model, one should consider incorporating aspects

of all ethical theories (Wallach and Allen 2009). Here, we

will focus on aspects of memory modelling and the related

forgetting mechanisms. To the best of our knowledge, the

combination of ethics and memory in artificial agents has

not yet been addressed; hence, the following review of

existing computational memory model focuses on effi-

ciency, accuracy and adaptability.

3 A system for artificial memory control

We believe that forgetting mechanisms are useful to

improve efficiency, scalability and adaptability of cogni-

tive systems operating in dynamic task environments, such

as a robot’s interaction environments. Forgetting could be

viewed as a way of controlling the memory of the com-

panion since it could be used to regulate (Gold 1992) the

type and amount of data stored in the memory, giving rise

to a more consistent artificial companion, in terms of data

security and thus privacy. In this section, we discuss a

number of tentative computational models of human

memory to date to thereafter present our proposal, which

address the aforementioned issues of memory control.

3.1 Computational models of human memory

Modelling a human-like memory has been researched for

some time in AI, and there are a variety of memory models

like the Scripts (Schank and Abelson 1995).

In recent years, modelling temporal sequences of epi-

sodic events, in both robotic and virtual agents research,

has been a growing area. By collecting relevant events that

are perceived and actions that are conducted, a robot

exploring its environment is able to reduce its state-esti-

mate computation in localising itself and building a cog-

nitive map in a partially observable office environment

(Endo 2007). Also, storage of such episodic memory

sequences with attributing emotions may help a virtual

robot to predict rewards from human users, thus facilitating

human–robot interactions in a simple Peekaboo commu-

nication task (Ogino et al. 2007).

Mirza et al. (2006, 2007) uses the concept of interaction

histories, defined as the ‘‘temporally extended, dynamically

constructed and reconstructed, individual sensory-motor

history of an agent situated and acting in its environment

including the social environment’’.

Research modelling a complete ‘‘human-like memory’’,

as in the episodic memory of Soar (Nuxoll and Laird 2004)

and a generic episodic memory module (Tecuci and Porter

2007), establishes a common structure that consists of

context, contents and outcomes/evaluation for agents to

remember past experiences.

Brom et al. (2007) attempted to create a ‘‘full’’ episodic

memory storing almost everything that could be recorded

around the agent for the purpose of storytelling. Forgetting

processes were also partially implemented in their work

where less emotional-tag-rich records were deleted. Brom

and Lukavsky (2009) show an extension of this investi-

gation for graphical characters but claimed that it was

possible to apply it to physical robots as well.

Previous research (Ho et al. 2009) modelled the psy-

chological concept of autobiographical memory and inte-

grated it into computational synthetic agent architecture.

With this memory included, agents are not only capable of

recognising and ranking significant events which originate

in the agents’ own experiences, but also can remember,

recall and learn from these experiences.

Functional decay theory (Altmann and Gray 2000) has

been found to be useful in making quantitative predictions

for human performance in dynamic task environments. The

core idea of this theory is that the most recent information

must be the most active in memory to allow reliable and

fast retrieval.
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Forgetting has also been adopted in many learning

algorithms. In structural learning with forgetting (Ishikawa

1996), it is applied to two of the three phases: learning with

forgetting and selective forgetting, and hidden units clari-

fication. Koychev (2000) utilises a gradual forgetting

method in learning drifting concepts by applying time-

based forgetting function. The idea is comparable to

functional decay theory that the most recent information is

the most active in memory. The result of experiments

showed an improved predictive accuracy and adaptability

of the systems that adopt learning algorithms with gradual

forgetting.

Despite all the effort hitherto made to create a more

realistic and reliable computational memory model, none

of the aforementioned models have adequately accounted

for its intrinsic ethical implications when considering a

long-term interaction with the user or fully exploited these

characteristics (Ho et al. 2009; Vargas et al. 2009).

3.2 A proposed system for an ethical memory control

The fact that our proposed system makes use of an artificial

memory model for long-term companions underlines the

necessity of using a forgetting mechanism as pointed out

by Vargas et al. (2009). Moreover, ethical issues related to

data security, i.e. privacy (Allen et al. 2006; Wallach and

Allen 2009; Denning et al. 2009) amongst others (Ander-

son 2008; Murphy and Woods 2009) should also be

addressed while designing such a model.

Note that we are not proposing to closely mimic the

particular natural processes of human memory but rely on a

technical solution that can actually adjust to the dynamics

of social interaction between artificial companions and

users. By following this research direction, different arti-

ficial companions developed in the LIREC project will

complement the human user’s limitations in certain phys-

ical aspects (e.g. carrying objects) and cognition (e.g.

remembering events), taking on the role of assisting human

users in their everyday activities.

In a previous work, Ho et al. (2009) proposed an initial

memory model for long-term companion technology. This

memory model enables the artificial companion to

remember events that are relevant or significant to itself or

to the user. The two main components in the model are

working and long-term ‘‘memories’’. Working memory

(WM) supports agents in focusing on the stimuli that are

relevant to their current active goals within the environ-

ment. Long-term memory (LTM) contains episodic events

that are chronologically sequenced and derived from an

agent’s interaction history both with the environment and

with the user. Meanwhile, LTM also produces concepts as

knowledge about the world in order to help in formulating

and processing new goals.

Lim et al. (2009) proposed an extension to the same

memory model that included forgetting mechanisms not

only through time-based decay for short-term (STM) and

LTM but also considering repression or motivated

forgetting.

Vargas et al. (2010) developed the model further by

suggesting a memory model that supports forgetting of

events through the processes of generalisation and memory

restructuring.

In this work, we try to go a step further towards an

ethical memory control by suggesting the incorporation of

ethical theories to the previous models (Ho et al. 2009; Lim

et al. 2009). Apart from privacy, we think that other ethical

issues should be addressed. Therefore, it does not suffice,

for instance, to incorporate Asimov’s three laws in our

future artificial companions as already highlighted by other

researchers (Anderson 2008; Murphy and Woods 2009).

We believe that in order to create an ethical robot, one

should consider incorporating aspects of all the ethical

theories discussed above (Wallach and Allen 2009). These

could be combined into a master ‘‘roboethical’’ theory,

which would encompass the positive features of each one,

while attempting to overcome the shortfalls. For instance,

appropriateness in behaviour of a digital artefact could be

programmed as a set of rules (deontological theory), which

may be acted out differently on different hardware plat-

forms (virtue-based theory) and also by applying predic-

tions that could be learned by practice (consequentialist

theory).

In order to illustrate our approach, an artificial compan-

ion can learn (consequentialist-based ethics) data privacy

regarding contents as well as contexts from making mis-

takes that are later rectified by the user. Each time the

system makes a mistake e.g. by presenting an unwanted

recording (which might be negotiable) and the user corrects

the system, the memory architecture should create a new

rule (deontological) to handle the same type of data under

the remembered context, namely the current environment

and other people’s presence. Once the user reinforces the

new rule, it allows the system to be attentive to a particular

type of information while interacting with the environment

and perceiving data through sensors. This new rule can help

processing the information and enable a ‘‘situational for-

getting’’ mechanism, which allows the system to ‘‘forget’’ a

piece of sensitive information under specific circumstances

to satisfy the user’s expectations and attend its requests via

making accurate predictions (consequentialist).

To recapitulate, by considering ethical issues, a priori

knowledge (a deontological system), a learning process

taking into account the properties of the particular platform

(virtue based) and a prediction scheme (consequentialist)

should be part of the ‘‘ethical’’ system as described earlier

together with the aforementioned forgetting mechanisms.
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The proposed model tries to incorporate all three major

ethical theories in a single system, albeit not considering

how this model could actually promote a behaving artificial

memory or an ethical artificial memory. This is part of our

next step in the design of such memory control. Thus, in

the next section, we will apply an action-centric framework

(Fernaeus et al. 2008) to aid our memory model develop-

ment by providing us with a concrete reference to facilitate

our further enhancement of the prototype.

4 The ethical aspects of the proposed model

Taking an ethical or a user- and experience-centred per-

spective seriously means that digital artefacts must be

described from a perspective of human action and experi-

ence, rather than only from a system perspective, which is

currently more common in robotic research and AI. More-

over, relying on data-centric models (e.g. input-process-

output) for user interaction is not sufficient in describing the

experience of interacting from a perspective of use. In an

attempt to illustrate how a user-centred perspective may be

taken further into account when describing interaction with

robotic and other interactive artefacts Fernaeus et al. (2008)

have developed a new framework to be used as a resource

for describing these aspects of interaction. In contrast to

data-centric models, the framework describes socially and

contextually oriented actions performed around the robotic

artefact, as well as actions related to the computational

system running on the machine.

The framework emphasises four experiential dimensions

of interactive artefacts, emphasising different ways that it

may work as a resource for human action. The four

dimensions are (1) physical manipulation, (2) perception

and sensory experience, (3) contextually oriented action

and (4) digitally mediated action. These four dimensions

are theoretically based on a phenomenological view of

human sense making as well as on recent theoretical

development based on empirical studies in the areas of

human–computer interaction and interaction design and is

intended to provide a concrete guideline for designers in

addressing the experiences of using an artefact.

Table 1 illustrates what is meant by the four dimensions

outlined in Fig. 1, based on the three ethics dimensions

described in Sect. 2. Several examples from commonly

observed human–technology interactions are provided, as a

way of showing how the model could be used to assist in

the design of appropriately behaving memory systems.

4.1 Physical manipulation

This dimension concerns how physical objects may be

moved and interacted within space, how they may be

physically combined, be brought to different environments,

how they allow for action and interaction to be performed

concurrently, with both hands, jointly or individually. From

a perspective of human experience, it is sometimes difficult

or even irrelevant to distinguish the physical manipulations

that are treated computationally by the system, from those

that are not.

An example is how users of a mobile robot may get it to

move in another direction by obstructing its path, by

physically pushing it or even carrying it to a new location.

Naturally, physical manipulation with interactive technol-

ogy also covers some digital aspects, e.g. the importance of

physical nearness when using Bluetooth or RFID, directing

the robot to respond to IR signals and pressing of hardware

buttons to control the system running on the device.

Importantly, physical manipulation also includes physical

management, such as procedures for changing or charging

batteries, switching the robot on and off, how it can be

cleaned and groomed and how the robot may be physically

moved and stored. Completely different sets of physical

manipulations are involved if the system instead runs on,

say, a mobile phone handset.

In terms of digital memory storage, a relevant question

is then how these manipulations would be sensed and

recorded by the system, and if so, whether and how these

recordings could be accessed by the user (or someone else).

This is highly relevant as from a perspective of use, it may

be unknown how the actions are treated computationally or

mechanically inside the device. This is particularly relevant

as in most models for artificial memory control physical

manipulation is omitted.

What users remember or pay attention to will naturally

be different if the interaction with ‘data’ takes different

physical forms. Thus, the data that may be recorded are

dependent on the physical platform and the way that users

experience its physical manipulations. This relates funda-

mentally to the dimension of ‘virtue’ in ethics theory, i.e.

that ethics depends on the form of ‘being’ as well as the

actions that it performs.

4.2 Perception and sensory experience

This dimension concerns personal, bodily and emotional

engagement with technology, e.g. how the artefact feels to

hold, touch, to look at and to listen to. Affective expe-

riences such as fear, curiosity and attachment are also

included in this dimension. This not only includes device-

specific qualities of the hardware, e.g. weight, texture and

hotness, but also digital expressions, such as the experi-

ence of sound and visuals on a screen. Importantly, per-

ception and experience are here understood as actions

performed by people, rather than passively imposed from

the artefact.
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From a perspective of user experience, large motor

actions are fundamentally different from animations dis-

played on a small screen, not only through the ways in

which they can be visually accessed, but also in terms of

noise, dimensionality in space and the possibility to get an

individual viewpoint from different angles.

Related to perception and sensory experience are con-

cepts of skill and body memory, important features that are

often neglected in the design of new interactive systems

(Klemmer et al. 2006). A concrete example is how an

experienced user may control a system by moving its

physical parts without having to actually look at the device,

actions that are fundamentally shifted when moving the

interactive experience, for instance, from a handheld

mobile device to that of a physical robot.

An ethical consideration in terms of memory control

may for instance include if the system (whether it is an

onscreen or physical gestalt) has something that ‘looks

like’ eyes, users may get the experience of being watched,

even though it in fact does not record anything. Users may,

for instance, worry that researchers (or companies) may be

able to spy on their actions through the technology (Den-

ning et al. 2009). That is a rational concern, given the

capabilities of commonly available technology (TV, radio,

telephones). An implication of this is that issues such as

privacy and data security may be relevant to discuss not

only in terms of what the system is actually recording, but

also in what people experience it as capable of recording.

To explicitly design the system so that users can perceive

when and what information is being recorded is therefore

an appealing research challenge.

4.3 Contextually oriented action

For any technology to be used by people, it is relevant to

consider how it could be taken up and used as a resource

in existing socio-technical contexts. As designers, we

need to ask ourselves what situations the technology is

meant to support, who would benefit from it, what

existing practices they would be engaged in when using

Table 1 Action-centric framework to evaluate the three ethics dimensions used in the proposed memory model

Deontological Consequential Virtue-based (user roles) Virtue-based (device)

Physical

manipulation

What are the appropriate

manipulations?

What may be the consequences

of the manipulations?

Are there different appropriate

manipulations depending on who

you are?

Are there different

appropriate

manipulations

depending on the

device?

Perception and

sensory

experience

What should be possible for

users to access/perceive?

What may be the consequences

of accessing and perceiving?

e.g. violation of privacy.

Who should be allowed to

perceive/access the system?

Should you be able to

perceive different things

depending on the

device?

Contextually

oriented

action

What are the appropriate

behaviours around the

system? e.g. social rules.

What are the consequences of

the actions people may do

around the system?

What may be the different

appropriate roles in the context

of use?

Would you expect

different actions around

it depending on the

device?

Digitally

mediated

action

What should be allowed in

user-control, access,

manipulation and sharing of

data?

What could be the

consequences of various user

actions with the data?

What are the different user roles in

the control of the data? Who

should be allowed to do what?

Should different things be

recorded/mediate

depending on the

device?

Fig. 1 The framework applied

to the case of two children

interacting with robotic toy Pleo

for the first time, emphasising

what the children are doing with

the robot, rather than how the

robot reacts to different forms

of input
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it, and what kinds of technology they currently use in

these practices.

Syrdal et al. (2007) conducted an exploration experi-

ment using a human-sized robot, which was operated under

remote control while interacting with 12 participants in an

experimental trial using ‘‘The Wizard of Oz’’ method

(Kelley 1983). One important aspect raised by the analysis

of the results was the influence of nationality and thus

cultural differences between the participants. As expected,

people were mostly concerned with ‘‘what’’ was being

stored on the memory of the robot and ‘‘how’’ this data

would be processed and to ‘‘whom’’ this information would

be further disclosed. It was concluded that systems that are

meant to be used by general public should not only

explicitly justify any data captured from its users but

should also address privacy and data protection issues that

are relevant in a particular context of use.

One can use different technologies such as robots and

mobile phone handsets as resources for getting attention by

others, as indicators of the current state of an activity or as

triggers for new conversations. As a concrete example,

owners of the commercial toy dinosaur Pleo reported that

they placed the robot in their office reception as a form of

‘ice breaker’ with their customers (Jacobsson 2009).

Moreover, we may need to understand how an artificial

companion could be used for socially appropriate co-

located interaction, for remote communication, and how it

might work with other tools in an existing social practice.

This class of action includes all of the actions that people

perform that are not directly directed towards the system or

artefact, but that yet seem important to how users interact

with or around it.

Gesture as well as physical manipulations of the device

may be directed to the social context, e.g. handing over a

handheld robot to a friend, pointing to draw attention to a

certain feature of the technology or teaching another person

how to use a system. Of particular importance then are

aspects such as intended and unintended audiences of the

interaction. A mobile phone may be discretely manipulated

within the privacy of one’s personal pocket, while a large

robot may demand a more public performance. Similarly,

the sound generated on a handheld device may be con-

strained to a particular user via headphones, which is not

always an available option with robotic devices. This

means that the ‘data’ presented through these different

channels are accessed differently, including the meanings

associated with that data, and how these ‘memories’ can or

will be used. These actions are here defined as contextually

oriented, as the primary targets of these may not be towards

the interactive artefacts per se, but the context around

them.

Ethical aspects of contextually oriented action also

include who will be responsible for maintenance of the

technology, what will be the required skills for updating

the software, or how the product conforms to established

guidelines for health and safety, cultural norms and sus-

tainability. Once more, all these aspects will fundamentally

differ with different hardware platforms.

4.4 Digitally mediated action

This class of action concerns how the technology supports

users in controlling and performing with a computational

system. This includes the design of all forms of applica-

tions made accessible through the device, and how differ-

ent forms of media can be captured, generated,

communicated, controlled and manipulated. As resources

for digitally mediated actions, both robots and handheld

devices may provide new possibilities and precision in

manipulation and navigation in virtual spaces, richer ways

of accessing recorded and interactive media, or for remote

communication between people.

This dimension also includes actions where the robot

performs autonomously, for instance an industrial robot

that with great precision assists a worker by repeatedly

performing a complex manoeuvre, a robotic toy that can be

trained to perform new actions or robots designed to

entertain and amaze by performing on stage (e.g. a Rubic’s

Cube solving robot). Note however that actions performed

autonomously by the robot but unnoticed by people may in

a sense be irrelevant in terms of user experience.

Importantly, from an action- and experience-centred

perspective, software is understood in terms of tools and

resources, asking designers to address the interactive

features of the technology, in other words, how actions

that users perform are taken up and mediated by the

device (rather than the other way around). This includes

considerations of what users do to control, program,

update and communicate digitally through the robot, and

how the technology succeeds in responding to those

expectations.

In terms of computer memory, central to this is therefore

how the recorded data are presented and communicated to

its users as well as to others. As this will necessarily have

to be performed slightly differently on different interactive

hardware platforms, the memory model may need to be

taken into consideration also how the model is used in

terms of controlling the recording, communication and

access of the data.

5 Discussion

Based on the action-centric framework, our ethical memory

model design needs to consider four dimensions of inter-

action: physical manipulation, perception and sensory
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experience, contextually oriented action and digitally

mediated action.

The first one is the physical manipulation and concerns

the way data in the memory may be physically recorded,

accessed and manipulated. How this should and could be

done necessarily differs between users as well as between

the physical properties of the different devices that the

recordings are stored on. Another aspect to take into

account is that the user is usually unaware of how the data

are physically stored, possibly resulting in a poor interac-

tion and jeopardising the sense of ‘‘companionship’’.

The second is the perception and sensory experience,

where the user perception of how and when data will be

recorded and how it is presented is important. In other

words, the external design of the artificial companion could

have an impact on the user’s perception and thus his/her

expectations of when and what are being recorded in the

companion’s memory.

As for the contextually oriented action, consideration

needs to be given on establishing rules or guidelines to

ensure appropriate socio-technical deployment. This could

mean that the device should not be allowed to collect and

record information indiscriminately. That includes the role

definition in terms of one’s responsibility during the

maintenance and manipulation of data in the context of use.

We should also reflect on the social context in which the

artificial companion is inserted for this could dictate its

behaviour in terms of which information could be disclosed

and when.

Finally, the digitally mediated action dimension calls for

attention on the control and communication of memory

data in terms of interaction features. A relevant aspect here

is to define how the artificial companion will react to the

user actions of control. This would impact on how to better

design the companion’s memory in order to comply with

these orders. We believe that adaptation and the ability to

evolve are going to be intrinsic properties of the memory

model in respect of the long-term interaction and particu-

larly crucial in this case.

Following these guidelines, our companion’s memory

can, for instance, be personally tailored to suit particular

user needs while initializing the system. The same memory

architecture, with different levels of forgetting mechanisms

to handle sensitive contents, can support various user

groups with regard to personal privacy. As an example, a

system working in an office can be personalised to remind

workers their schedule, meeting appointment and regular

break times; however, this system may be taught to avoid

remembering workers’ personal information such as

someone’s home address or salary, because these are

believed to be sensitive issues to individuals in the office

environment. Remind that this will be due to repression of

personal information (i.e. the information still accessible in

other circumstances). In contrast, a system used in the

home environment can store more personal information at

users’ request. This system can also help user with daily

tasks at home and also remind the user when to take

medicine, appointments with a doctor and/or of personal

dates.

6 Conclusion

We argue that if technologies that autonomously collect

and store digital data are to become acceptable to users,

then the computational requirements, as well as the social

consequences must be understood and addressed. From a

technological perspective, interaction style and mecha-

nisms, visual appearance, memory, responsiveness to

human display of affect, security and privacy, are only

some of the areas that must be investigated in order to

develop long-life personalized companions.

By considering ethical issues, we have proposed a novel

ethical memory model for artificial companions. Basically,

we advocate that an established set of moral rules (a

deontological system), dependency on specific user and

system and a learning process (virtue based) and a pre-

diction scheme (consequentialist) should be part of the

‘‘ethical’’ system together with the aforementioned for-

getting mechanisms. In this way, the user could control

‘‘what’’ is being stored, ‘‘how’’ it is being encoded and to

‘‘whom’’ it would be available.

We have also analysed the possible ethical impacts of

the proposed memory model by applying an action-centric

framework. This framework proved to be extremely useful

to evaluate our model by providing insightful and inter-

esting views on the interaction between users and their

artificial companions. As a result, we could highlight many

relevant aspects that should be taken into account while

developing future prototypes of an ethical memory.

This work is a step further towards the development of

an enhanced memory model taking into consideration

ethical issues involved. Hence we continue to explore what

information an artificial companion should remember,

forget and also generalise in order to generate appropriate

ethical behaviours and thus smooth the interaction with the

human user in a long-term perspective. To the best of our

knowledge, this research question has not yet been pro-

posed or discussed in our field of study.
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